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#### Abstract

Recent work in the object recognition community has yielded a class of interest point-based features that are stable under significant changes in scale, viewpoint, and illumination, making them ideally suited to landmark-based navigation. Although many such features may be visible in a given view of the robot's environment, only a few such features are necessary to estimate the robot's position and orientation. In this paper, we address the problem of automatically selecting, from the entire set of features visible in the robot's environment, the minimum (optimal) set by which the robot can navigate its environment. Specifically, we decompose the world into a small number of maximally sized regions such that at each position in a given region, the same small set of features is visible. We introduce a novel graph theoretic formulation of the problem and prove that it is NP-complete. Next, we introduce a number of approximation algorithms and evaluate them on both synthetic and real data.
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## I. Introduction

IN the domain of exemplar-based (as opposed to generic) object recognition, the computer vision community has recently adopted a class of interest point-based features, e.g., [1]-[4]. Such features typically encode a description of image appearance in the neighborhood of an interest point, such as a detected corner or scale-space maximum. The appeal of these features over their appearance-based predecessors is their invariance to changes in illumination, scale, image translation and rotation, and minor changes in viewpoint (rotation in depth). These properties therefore make them ideally suited to the problem of landmark-based navigation. If we can define a set of invariant features that uniquely defines a particular location in the environment, these features can, in turn, define a visual landmark.

To use these features, we could, for example, adopt a localization approach proposed by Basri and Rivlin [5], and Wilkes et al. [6], based on the LC (linear combination of views) technique. During a training phase, the robot is manually "shown" two views of each landmark in the environment by which the robot is to later navigate. These views, along with the positions at which they were acquired, form a database of landmark views. At runtime, the robot takes an image of the environment and attempts to match the visible features to the various landmark views it has stored in its database. Given a match to some landmark view, the robot can compute its position and orientation in the world.

There are two major challenges with this approach. First, from any given viewpoint, there may be hundreds or even thousands of such features. The union of all pairs of landmark views may therefore yield an intractable number of distinguishable features that must be indexed in order to determine which landmark the robot may be viewing. ${ }^{1}$ Fortunately, only a small number of features are required (in each model view) to compute the robot's pose. Therefore, of the hundreds of features visible in a model view, which small subset should we keep?

The second challenge is to automate this process and let the robot automatically decide on an optimal set of visual landmarks for navigation. What constitutes a good landmark? A landmark should be both distinguishable from other landmarks (a single floor tile, for example, would constitute a bad landmark since it's repeated elsewhere on the floor) and widely visible (a landmark visible only from a single location will rarely be encountered and, if so, will not be persistent). Therefore, our goal can be formulated as partitioning the

[^0]world into a minimum number of maximally sized contiguous regions, such that the same set of features is visible at all points within a given region.

There is an important connection between these two challenges. Specifically, given a region, inside of which all points see the same set of features (our second challenge), what happens when we reduce the set of features that must be visible at each point (first challenge)? Since this represents a weaker constraint on the region, the size of the region can only increase, yielding a smaller number of larger regions covering the environment. As mentioned earlier, there is a lower bound on the number of features that can define a region, based on the pose estimation algorithm and the degree to which we want to overconstrain its solution.

Combining these two challenges, we arrive at the main problem addressed by this work: from a set of views acquired at a set of sampled positions in a given environment, partition the world into a minimum set of maximally sized regions, such that at all positions within a given region, the same set of $k$ features is visible, where $k$ is defined by the pose estimation procedure (or some overconstrained version of it). We begin by introducing a novel, graph theoretic formulation of the problem, and proceed to prove its intractability. In the absence of optimal, polynomial-time algorithms, we introduce six different heuristic algorithms for solving the problem. We have constructed a simulator that can generate thousands of worlds with varying conditions, allowing us to perform exhaustive empirical evaluation of the six algorithms. Following a comparison of the algorithms on synthetic environments, we adopt the most effective algorithm, and test it on imagery of a real environment. We conclude with a discussion of the main contributions made and possible directions for future work.

## II. Related Work

In previous work on robot navigation using point-based features, little or no attention has been given to the size of the landmark database or the number of landmark lookups required for localization. This is especially problematic for map representations that rely on large numbers of generic features, such as corners or line segments [7]-[9]. Recently, a number of image-based feature detectors, such as the scaleinvariant feature transform (SIFT), and other scale-, rotationand affine-invariant features have been developed that provide stronger discriminative power [1], [3], [4]. Despite these enhancements, maps constructed using visual features often entail mapping very large numbers of points in space.

There are several existing feature-based approaches to environment representation. Se, Lowe, and Little [10] use SIFT features as landmarks. The robot automatically updates a 3D landmark map with the reliable landmarks seen from the current position using Kalman filtering techniques. The
position of the robot is estimated using the odometry of the robot as an initial guess, and is improved using the map. Trinocular vision is used to estimate the 3D locations of landmarks and their regions of confidence, with all reliable landmarks stored in a dense database.

Navigation by landmark recognition is also possible without knowledge of the locations of the landmarks in a map of the environment. Localization can be accomplished in a viewbased fashion, in which the robot knows only the image location of the landmarks in a collection of model views of the environment acquired at known positions and orientations. One such approach is the linear combination of views (LC) technique, which was first introduced by Ullman and Basri for object recognition, and later applied to vision-based navigation by Basri and Rivlin [5]. The authors proved that if a scene is represented as a set of 2 D views, each novel view of the scene can be computed as a linear combination of the model views. From the values of the linear coefficients, it is possible to estimate the position from which the novel view was acquired, relative to that of the model views. Wilkes et al. [6] described a practical robot navigation system that used the LC technique. Their method consists of decomposing the environment into regions within which a set of model views of a particular area of the environment may be used to determine the position of the robot. In these original applications of the LC method, the features comprising the model views were typically linear features extracted from the image.

The view-based approach of Sim and Dudek [11] consists of an off-line collection of monocular images sampled over a space of poses. The landmarks consist of encodings of the neighborhoods of salient points in the images, obtained using an attention operator. Landmarks are tracked between contiguous poses and added to a database if they are observed to be stable through a region of reasonable size and sufficiently useful for pose estimation according to an a priori utility measure. Each stored landmark is encoded by learning a parameterization of a set of computed landmark attributes. The localization is performed by finding matches between the candidate landmarks visible in the current image and those in the database. A position estimate is obtained by merging the individual estimates yielded by each computed attribute of each matched candidate landmark.

In an attempt to address the localization of a robot in a previously mapped environment, Fairfield and Maxwell [12] used visual and spatial information associated with simple but artificial landmarks. Their method projects the acquired coordinates of the visual landmark in the image plane into an estimation of the distance between landmark and robot. Ideally, this estimate can be cross-validated with pre-stored landmark coordinates, to localize the robot. Their solution for dealing with robot odometry and landmark distance estimation errors was to use a simple Kalman filter model in order to correct for accumulated odometry and sensor errors.

DeSouza and Kak [13] presented a comprehensive survey of computer vision methods for both indoor and outdoor navigation. For indoor navigation they considered three popular models of map-based, map-building-based, and map-less navigations. In each case, they discussed the contributions
of existing vision methods to visual information acquisition, landmark detection, cross validation of visual hypotheses and pre-stored models, and position estimation for localization. In the context of outdoor robotics, they surveyed the navigation in both structured and unstructured environments. In each case, the relevant contribution of vision to a variety of critical components of navigation systems was considered, including obstacle detection and avoidance, robust road detection, construction of hypothetical scene models, far-point (landmark) triangulation, and global position estimation. In other work, landmarks are used to define topological locations in the world. For example, Mata, et al. demonstrated a system for topological localization using distinctive image regions [14].

While the focus of our work is on visual navigation, our approach to feature selection is also applicable to other featurebased representations, such as points extracted from range data. There is a rich body of work on mapping and navigation using range-based features. Leonard and Durrant-Whyte developed a map representation using "geometric beacons", corresponding to corners extracted from a sonar signature [15]. Other work has examined similar features in outdoor settings, and underwater [16], [17].

Since there is always a certain amount of uncertainty in estimating the robot's, some authors have considered the problem of landmark selection for the purpose of minimizing uncertainty in the computed pose estimate. Sutherland and Thompson [18] demonstrate that the precision of a pose estimate derived from point features in 2 D is dependent on the configuration of the observed features. They also provided an algorithm for selecting an appropriate set of observed features for pose estimation. Olson [19] presented a method for estimating the localization uncertainty of individual landmarks for the purpose of gaze planning. Burschka et al. [20] considered the effect of spatial landmark configuration on a robot's ability to navigate. Similarly, Yamashita et al. [21] demonstrated motion planning strategies that take into account landmark configuration for accurate localization.

Methods have also been developed to combine multiple unreliable observations into a more reliable estimate. Measurements from various sensors, data acquired over time, and previous estimates are integrated in order to compute a more accurate estimate of the current robot's pose. In every sensor update, previous data is weighted according to how accurately it predicts the current observations. This technique, called sensor fusion, has generally been implemented through the use of Kalman filter and Extended Kalman Filters (EKF). It has been applied to the problem of localization by Leonard and Durrant-Whyte [22] from sonar data obtained over time. A disadvantage of Kalman filters and EKF is that since they realize a local linear approximation to the exact relationship between the position and observations, they depend on a good a priori estimate, and therefore can suffer from robustness problems.

Fox introduced Markov localization in [23], a Bayesian approach to localization utilizing Markov chain methods and maintaining a probability distribution over pose space. As evidence is collected from the sensors, it is used to update the current state of belief of the robot's pose. This approach
generalizes beyond the Kalman Filter in that multi-modal probability distributions can be represented. In [24], Thrun presents an approach based on Markov localization in which neural networks are trained to discover landmarks that will minimize the localization error. The proposed algorithm has the advantage of being widely applicable, since the robot customizes its localization algorithm to the sensors' characteristics and the particular environment in which it is navigating. The localization error achieved by the automatically selected landmarks is shown to outperform the error achieved with landmarks carefully selected by human experts. On the other hand, this approach has the drawback that the training of the neural networks can take several hours, though this process generally needs to be performed only once in an off-line stage.

Another set of probabilistic mapping approaches is that of Simultaneous Localization and Mapping (SLAM), in which, after each new measurement, both the robot's pose and the positions of landmarks in the world are re-estimated. Davison's work in this direction basically computes a solution to the structure-from-motion problem on-line [25] using the Shi and Tomasi feature detector to construct maps in real time from a monocular sequence of images. Conventional SLAM approaches based on the Kalman Filter suffer in that the time complexity of each sensor update step increases with the square of the number of landmarks in the database. To deal with this scalability problem, some authors suggested dividing the global map into sub-maps, within which the complexity can be bounded [26], [27]. Other researchers [28]-[31] have proposed hierarchical approaches to SLAM, in which a topological map is maintained, organizing the landmarks into smaller regions where feature-based mapping strategies can be applied.

Our work is also closely related to the general problem of computing a minimum description length (MDL) encoding of a set of observations [32]. However, our problem is further defined by the domain-dependent constraint that the encoding must facilitate localization everywhere in the world. Some authors have also examined the problem of feature selection - which image-derived features are optimal for representing camera location [33], [34]. These approaches also generally seek to compute optimal encodings of the observations, but tend to depend on global image properties, making them susceptible to failure in the presence of minor changes in the scene. For this work, we assume a feature extraction approach that recovers multiple local features from single images. In principle, one could apply our work to several such feature detectors to determine which operators produce the most compact descriptions of the world.

While all of the approaches discussed above demonstrate how robot localization can be performed from a set of landmark observations, none consider the issue of eliminating redundancy from the landmark-based map, which at times can grow to contain tens of thousands of landmark models. In this paper, we study the problem of automatically selecting a minimum size subset of landmarks such that reliable navigation is still possible. While maximizing precision is clearly an important issue, in this work we are concerned primarily with selecting landmarks that are widely visible. However,


Fig. 1. (a) A simple polygonal world with a polygonal obstacle in its center and 9 features. (b)-(g) Visibility areas of some features, (h) A covering of the world using 4 features ( $3,4,5$ and 7). (i) A covering of the world using 2 features (2 and 8).
the algorithms presented in this work can be easily extended to select sets of features that fulfill any given additional constraints.

## III. Landmark Selection Problem Definition

In an off-line training phase, images are first collected at known discrete points in pose space, e.g., the accessible vertices (points) of a virtual grid overlaid on the floor of the environment. During collection, the known pose of the robot is recorded for each image, and a set of interest point-based features are extracted and stored in a database. For each of the grid points, we therefore know exactly which features in the database are visible. Conversely, for each feature in the database, we know from which grid points it is visible.

Consider the example shown in Figure 1. Figure 1 (a) shows a 2-D world with a polygonal perimeter, a polygonal obstacle in its center, and nine features along the world and obstacle perimeters. In Figures 1 (b) - 1 (g), the area of visibility of some of the features is shown as a colored region. The feature visibility areas, computed from a set of images acquired at a set of grid points in the world, constitute the input to our problem.

In a view-based localization approach, the current pose of the robot is estimated using, as input, the locations of a small number of features in the current image matched against their locations in the training images. This set of simultaneously visible features constitutes a landmark. The minimum number of features necessary for this task depends on the method employed for pose estimation. For example, three features are enough for localization in Basri and Rivlin's linear combination of views technique [5], which uses a weak perspective projection imaging model. The essential matrix method [35], that properly models perspective projection in the imaging process, requires at least eight features to estimate pose.

To reduce the effect of noise, a larger number of features can be used to overconstrain the solution. This presents a trade-off between the accuracy of the estimation and the size (in features) of the landmark. Requiring a larger number of features for localization will yield better pose estimation. However, the more constrained a landmark is, the smaller its region of visibility becomes. We will use the parameter $k$ as the number of features that will be employed to achieve pose estimation with the desired accuracy, i.e., the number of features constituting a landmark.

Robot localization from a given position is possible if, from the features extracted from an image taken at that position, there exists a subset of $k$ features that exist in the database and that are simultaneously visible from at least two known locations. For a large environment, the database may be large, and such a search may be costly. For each image feature, we would have to search the entire database for a matching feature until not only $k$ such matches were found, but that those $k$ features were simultaneously visible from at least two separate positions (grid points).
Recalling that $k$ is typically far less than the number of features in a given image, one approach to reducing search complexity would be to prune features from the database subject to the existence of a minimum of $k$ features visible at each point, with those same $k$ features being visible at one or more other positions. Unfortunately, this is a complex optimization problem whose solution still maintains all the features in a single database, leading to a potentially costly search. A more promising approach is to partition the pose space into a number of regions, i.e., sets of contiguous grid points, such that for each region, there are at least $k$ features simultaneously visible from all the points in the region. Such a partitioning of the world, in turn, partitions the database of features into a set of smaller databases, each corresponding to what the robot sees in a spatially coherent region. In this latter approach, since $k$ is small, the total number of features (corresponding to the union of all the databases) that need to be retained for localization is much smaller than that of the single database in the previous approach. Therefore, even without prior knowledge of the region in which the robot is located, the search is far less costly.

Let's return to the world depicted in Figure 1. In this example, we will assume, for sake of clarity, that a single ( $k=1$ ) feature is sufficient for reliable navigation. However, the reader must note that in practice, a $k$ greater than 1
is generally required for localization, its particular minimum value depending on the method employed. Under this assumption, one possible decomposition of the world into a set of regions (such that each pose of the world sees at least one feature) is achieved using features $3,4,5$, and 7 , as shown in Figure 1 (h). (In the figure, the feature visibility areas are shown superimposed for features $3,7,5$ and 4 , in that particular order.) It is clear that all four features in this set are needed to cover the world, since removing any one of them will yield some portion of the world from which none of the remaining three features are visible, meaning that the robot is blind in this area. However, this decomposition is not optimal, since other decompositions with fewer regions are possible. Our goal is to find a minimum decomposition of the world which, in this case, has only two regions. One such decomposition corresponds to the areas of visibility of features 2 and 8, as shown in Figure 1 (i). This minimum set of maximally sized regions is our desired output, and allows us to discard from the database all but features 2 and 8 . Since at least one of these two features is seen from every point in pose space, reliable navigation through the entire world is possible.

Besides reducing the total number of features to be stored, a partitioning of the world into regions offers additional advantages. While navigating inside a region, the corresponding $k$ features are easily tracked between the images that the robot sees. If the expected $k$ features are not all visible in the current image, this may indicate that the robot has left the region in which it was navigating and is entering a new region. In that case, the visible features can vote for the regions they belong to, if any, according to a membership relationship computed off-line. The new region(s) into which the robot is likely moving will be those with at least $k$ votes. Input features would therefore be matched to the $k$ model features defining each of the candidate regions. This approach also provides a solution to the kidnapped robot problem, i.e., if the robot is blindfolded and released at an arbitrary position, it can estimate its current pose.

## A. A Graph Theoretic Formulation

Before we formally define the minimization problem under consideration, we will introduce some terms.

Definition 3.1: The set of positions at which the robot can be at any time is called the pose space. The discrete subset of the pose space from which images were acquired is modeled by an undirected planar graph $G=(V, E)$, where each node $v \in V$ corresponds to a sampled pose, and two nodes are adjacent if the corresponding poses are contiguous in 2D space.
Definition 3.2: Let $F$ be the set of computed features from all collected images. The visibility-set of $v$ is the set $\mathcal{F}_{v} \subset F$ of all features that are visible from pose $v \in V$.
Definition 3.3: A world instance consists of a tuple $\langle G=$ $\left.(V, E), F,\left\{\mathcal{F}_{v}\right\}_{v \in V}\right\rangle$, where the graph $G$ models a discrete set of sampled poses, $F$ is a set of features, and $\left\{\mathcal{F}_{v}\right\}_{v \in V}$ is a collection of visibility-sets.

Definition 3.4: A set of poses $R \subset V$ is said to be a region iff for all poses $u, v \in R$, there is a path between $u$
and $v$ completely contained in $R$, i.e.,
$\forall u, v \in R: \exists\left\{u=v_{0}, \ldots, v_{h}=v\right\} \subseteq R, \quad$ such that $\left(v_{i}, v_{i+1}\right) \in E$ for all $0 \leq i<h$.

Definition 3.5: A collection of regions $D=\left\{R_{1}, \ldots, R_{d}\right\} \subset 2^{V}$ is said to be a decomposition of $V$ iff $\bigcup_{1 \leq i \leq d} R_{i}=V$.

Definitions 3.1 to 3.5 define the set of inputs and outputs of interest to our problem. In view of our optimization problem, for a given world instance $\left\langle G=(V, E), F,\left\{\mathcal{F}_{v}\right\}_{v \in V}\right\rangle$, one would like to create a minimum cardinality $D$. In addition, it will be desirable for a given solution to the optimization problem to satisfy a variety of properties. One property of interest is that of ensuring a minimum amount of overlap between regions in the decomposition. The purpose of overlap is to ensure smooth transitions between regions, as different sets of features become visible to the robot. When one region's features start to fade at its border, the robot can be assured to be within the boundary of some other region, where the new region's landmark is clearly visible. The following definitions formalize this property:

Definition 3.6: The $\rho$-neighborhood of a pose $v \in V$ is the set $N_{\rho}(v)=\{u \in V: \delta(u, v) \leq \rho\}$, where $\delta(u, v)$ is the length of the shortest path between nodes $u$ and $v$ in $G$.

Definition 3.7: A decomposition $D=\left\{R_{1}, \ldots, R_{d}\right\}$ of $V$ is said to be $\rho$-overlapping iff $(\forall v \in V)(\exists i): N_{\rho}(v) \subset R_{i}$.

With these definitions in hand, the problem can now be formally stated as follows:

Definition 3.8: Let $k$ be the number of features required for reliable localization at each position, according to the localization method employed. The $\rho$-Minimum Overlapping Region Decomposition Problem ( $\rho-\mathrm{MORDP}$ ) for a world instance $\left\langle G=(V, E), F,\left\{\mathcal{F}_{v}\right\}_{v \in V}\right\rangle$ consists of finding a minimumsize $\rho$-overlapping decomposition $D=\left\{R_{1}, \ldots, R_{d}\right\}$ of $V$, such that $\forall i:\left|\bigcap_{v \in R_{i}} \mathcal{F}_{v}\right| \geq k$.
Note that given a solution of size $d$ to this problem, the total number of features needed for reliable navigation is bounded by $d \cdot k$.

## IV. Complexity Analysis

Before we consider the complexity of $\rho$-MORDP, we will present two theorems indicating that $\rho$-MORDP can be reduced to $0-M O R D P(\rho=0)$, and that a solution to the reduced 0 -MORDP can be transformed back into a solution of the more general $\rho$-MORDP. The first of the following two theorems states that if there is a $\rho$-overlapping decomposition, such that $k$ features are visible in each region for a certain world instance, then there is a 0-overlapping decomposition for the related problem also with $k$ features visible in each region. This theorem guarantees that if a solution exists for the $\rho$ MORDP, then there is also a solution to the related 0-MORDP.
The second theorem states that whenever the related 0 MORDP has a solution $\tilde{D}$, then the $\rho$-MORDP has a solution too, and it presents the method to construct it from $\tilde{D}$. We will start by proving three auxiliary lemmas that will be used in the proofs of Theorems 4.1 and 4.2.

Lemma 4.1: $\left\{R_{1}, \ldots, R_{d}\right\}$ is a $\rho$-overlapping decomposition of $V$ if and only if $\left\{\tilde{R}_{1}, \ldots, \tilde{R}_{d}\right\}$ is a 0 -overlapping
decomposition of $V$, where $\tilde{R}_{i}=\left\{v \in R_{i}: N_{\rho}(v) \subseteq R_{i}\right\}$ for all $i=1, \ldots, d$.

Proof: This follows from the following chain of implications:
$\left\{R_{1}, \ldots, R_{d}\right\}$ is a $\rho$-overlapping decomposition of $V$
$\Longleftrightarrow \quad(\forall v \in V)(\exists i: 1 \leq i \leq d) N_{\rho}(v) \subseteq R_{i}$
$\stackrel{(*)}{\Longleftrightarrow} \quad(\forall v \in V)(\exists i: 1 \leq i \leq d) v \in \tilde{R}_{i}$
$\Longleftrightarrow \quad(\forall v \in V)(\exists i: 1 \leq i \leq d) N_{0}(v) \subseteq \tilde{R}_{i}$
$\Longleftrightarrow \quad\left\{\tilde{R}_{1}, \ldots, \tilde{R}_{d}\right\}$ is a 0-overlapping decomposition of $V$, where implication $(*)$ follows from the definition of $\tilde{R}_{i} . \square$

Lemma 4.2: $\left\{\tilde{R}_{1}, \ldots, \tilde{R}_{d}\right\}$ is a 0-overlapping decomposition of $V$ if and only if $\left\{R_{1}^{\prime}, \ldots, R_{d}^{\prime}\right\}$ is a $\rho$-overlapping decomposition of $V$, where $R_{i}^{\prime}=\bigcup_{v \in \tilde{R}_{i}} N_{\rho}(v)$ for all $i=$ $1, \ldots, d$.

Proof: First, observe that $R_{i}^{\prime}$ is a region, since $\tilde{R}_{i}$ is a region and $N_{\rho}(v)$ is path connected, as it can be inferred from its definition. Now:
$\left\{\tilde{R}_{1}, \ldots, \tilde{R}_{d}\right\}$ is a 0-overlapping decomposition of $V$

$$
\begin{array}{ll}
\Longleftrightarrow & (\forall v \in V)(\exists i): N_{0}(v) \subset \tilde{R}_{i} \\
\Longleftrightarrow & (\forall v \in V)(\exists i): v \in \tilde{R}_{i} \\
\Longleftrightarrow & (\forall v \in V)(\exists i): N_{\rho}(v) \subseteq R_{i}^{\prime}
\end{array}
$$

$\stackrel{(* *)}{\Longleftrightarrow}\left\{R_{1}^{\prime}, \ldots, R_{d}^{\prime}\right\}$ is a $\rho$-overlapping decomposition of $V$. In (*) we use that $\left(\forall v \in \tilde{R}_{i}\right): N_{\rho}(v) \subseteq R_{i}^{\prime}$, which is a direct implication of the definition of $R_{i}^{\prime}$. In (**) we use that $R_{i}^{\prime}$ is a region.

Lemma 4.3: If $\left\{R_{1}, \ldots, R_{d}\right\}$ is a $\rho$-overlapping decomposition of $V, \tilde{R}_{i} \underset{=}{=}\left\{v \in R_{i}: N_{\rho}(v) \subseteq R_{i}\right\}$ for all $i=1, \ldots, d$, and $\tilde{\mathcal{F}}_{v}=\bigcap_{w \in N_{\rho}(v)} \mathcal{F}_{w}$, then for all $i=$ $1, \ldots, d: \bigcap_{v \in R_{i}} \mathcal{F}_{v} \subseteq \bigcap_{v \in \tilde{R}_{i}} \tilde{\mathcal{F}}_{v}$, with equality holding if $R_{i}=\bigcup_{v \in \tilde{R}_{i}} N_{\rho}(v)$.

Proof: From the definition of $\tilde{R}_{i}$, we know that $\left(\forall v \in \tilde{R}_{i}\right): N_{\rho}(v) \subseteq R_{i}$, and hence $\bigcup_{v \in \tilde{R}_{i}} N_{\rho}(v) \subseteq R_{i}$. Therefore $\bigcap_{w \in R_{i}} \mathcal{F}_{w} \subseteq \bigcap_{w \in\left(\cup_{v \in \tilde{R}_{i}} N_{\rho}(v)\right)} \mathcal{F}_{w}$, and the equality holds when $R_{i}=\bigcup_{v \in \tilde{R}_{i}} N_{\rho}(v)$. Now, $\bigcap_{w \in\left(U_{v \in \tilde{R}_{\hat{R}}} N_{p}(v)\right)} \mathcal{F}_{w}=\bigcap_{v \in \tilde{R}_{i}}\left(\bigcap_{w \in N_{\rho}(v)} \mathcal{F}_{w}\right)$ $=\bigcap_{v \in \tilde{R}_{i} \mathcal{F}_{w}}$.

It should be noted that while the transformation from $\rho$ MORDP to 0 -MORDP and back to $\rho$-MORDP may create a different $\rho$-overlapping decomposition, the cardinality of the decomposition under this two-step transformation will remain the same, hence the optimality will not be affected.

Theorem 4.1: If $D=\left\{R_{1}, \ldots, R_{d}\right\}$ is a $\rho$ overlapping decomposition of $V$ for a world instance $\left\langle G=(V, E), F,\left\{\mathcal{F}_{v}\right\}_{v \in V}\right\rangle$, such that $\left|\bigcap_{v \in R_{i}} \mathcal{F}_{v}\right| \geq k$ for all $i=1, \ldots, d$, then $\tilde{D}=\left\{\tilde{R}_{1}, \ldots, \tilde{R}_{d}\right\}$, where $\tilde{R}_{i}=\left\{v \in R_{i}: N_{\rho}(v) \subseteq R_{i}\right\}$, is a 0-overlapping decomposition for a world instance $\left\langle G=(V, E), F,\left\{\tilde{\mathcal{F}}_{v}\right\}_{v \in V}\right\rangle$, where $\tilde{\mathcal{F}}_{v}=\bigcap_{w \in N_{\rho}(v)} \mathcal{F}_{w}$, such that $\left|\bigcap_{v \in \tilde{R}_{i}} \tilde{\mathcal{F}}_{v}\right| \geq k$ for all $i=1, \ldots, d$.

Proof: According to Lemma 4.1, we know that $\tilde{D}$ is a 0 -overlapping decomposition of $V$. By Lemma 4.3, we know that $\bigcap_{v \in R_{i}} \mathcal{F}_{v} \subseteq \bigcap_{v \in \tilde{R}_{i}} \tilde{\mathcal{F}}_{v}$, for all $i=1, \ldots, d$. Therefore,

$$
\begin{aligned}
U= & \{A, B, C, D\} \\
S= & \{\{A, B\},\{C\}, \\
& \{A, D\},\{C, D\}\}
\end{aligned}
$$

Fig. 2. An instance of the Minimum Set Cover Problem


Theorem 4.2: If $\tilde{D}=\left\{\tilde{R}_{1}, \ldots, \tilde{R}_{d}\right\}$ is a solution to $0-$ MORDP for a world instance $\left\langle G=(V, E), F,\left\{\tilde{\mathcal{F}}_{v}\right\}_{v \in V}\right\rangle$, then $D^{\prime}=\left\{R_{1}^{\prime}, \ldots, R_{d}^{\prime}\right\}$, where $R_{i}^{\prime}=\bigcup_{v \in \tilde{R_{i}}} N_{\rho}(v)$, is a solution to $\rho$-MORDP for the world instance $\langle G=$ $\left.(V, E), F,\left\{\mathcal{F}_{v}\right\}_{v \in V}\right\rangle$.

Proof: We have to show that:

1) $D^{\prime}$ is a $\rho$-overlapping decomposition of $V$, i.e., $(\forall v \in V)(\exists i): N_{\rho}(v) \subset R_{i}^{\prime}$. (This is direct from Lemma 4.2.),
2) $\left|\bigcap_{v \in R_{i}^{\prime}} \mathcal{F}_{v}\right| \geq k$ for all $i=1, \ldots, d$. (Direct from Lemma 4.3 and the facts that $\tilde{D}$ is a $0-M O R D P$ solution, and $R_{i}^{\prime}=\bigcup_{v \in \tilde{R_{i}}} N_{\rho}(v)$.), and
3) $D^{\prime}$ is minimum size.
(We'll prove this by contradiction. We'll suppose that there is solution $D^{\prime \prime}$ to $\rho$-MORDP that has size less than $D^{\prime}$, and will show that from this, we can construct a $0-$ MORDP decomposition $\tilde{D^{\prime \prime}}$ for the original problem of size smaller than $\tilde{D}$ with the property $\left|\bigcap_{v \in \tilde{R^{\prime \prime}}{ }_{i}} \tilde{\mathcal{F}}_{v}\right| \geq k$. This is a contradiction, since $\tilde{D}$ was a decomposition of minimum size with that property.
Suppose $D^{\prime \prime}=\left\{R_{1}^{\prime \prime}, \ldots, R_{h}^{\prime \prime}\right\}$ is a decomposition for the original $\rho$-overlapping problem such that $h<t$ and $\left|\bigcap_{v \in R_{i}^{\prime \prime}} \mathcal{F}_{v}\right| \geq k$ for all $i=1, \ldots, h$.
Let $\tilde{D^{\prime \prime}}=\left\{\tilde{R}^{\prime \prime}{ }_{1}, \ldots, \tilde{R^{\prime \prime}}{ }_{h}\right\}$, where $\tilde{R_{i}^{\prime \prime}}=\left\{v \in R_{i}^{\prime \prime}\right.$ : $\left.N_{\rho}(v) \subseteq R_{i}^{\prime \prime}\right\}$ for all $i=1, \ldots, h$. By Lemma 4.1, we know that $\tilde{D^{\prime \prime}}$ is a 0-overlapping decomposition of $V$, and by Lemma 4.3, we can affirm that $\left|\bigcap_{v \in \tilde{R}_{i}^{\prime \prime}} \tilde{\mathcal{F}}_{v}\right| \geq\left|\bigcap_{v \in R_{i}^{\prime \prime}} \mathcal{F}_{v}\right| \geq k$.)

The transformation applied in Theorem 4.1 from a $\rho$ overlapping to a 0 -overlapping solution effectively shrinks the regions of $D$ by $\rho$, and reduces the visibility-set of each vertex $v$ to correspond to only those features that are visible over the entire neighborhood $N_{\rho}(v)$ of $v .{ }^{2}$ Theorem 4.2 assumes that the collection of visibility-sets $\tilde{\mathcal{F}}$ input to 0-MORDP is defined by a reduction of the $\rho$-overlapping instance of the problem to a 0 -overlapping instance using the transformation described in Theorem 4.1.

## A. $0-\mathrm{MORDP}$ is NP-complete

We will now show that 0-MORDP is NP-complete. The proof is by reduction from the Minimum Set Cover Problem.

Definition 4.1: Given a set $U$, and a set of subsets $S=$ $\left\{S_{1}, \ldots, S_{m}\right\}$ of $U$, the Minimum Set Cover Problem (MSCP)

[^1]consists of finding a minimum set $C \subset S$ such that each element of $U$ is covered at least once, i.e., $\bigcup_{S_{i} \in C} S_{i}=U$.
Figure 2 presents an instance of MSCP. The optimal solution for this instance is $C=\{\{A, B\},\{C, D\}\}$ and, in fact, this solution is unique. An instance $\langle U, S, r\rangle$ of the Set Cover decision problem, where $r$ is an integer, consists of determining if there is a set cover of $U$, by elements of $S$, of size at most $r$. The decision version of SCP was proven to be NP-complete by Karp [36], with the size of the problem measured in terms of $|S|$.

Theorem 4.3: The decision problem $\langle 0$-ORDP, $d\rangle$ is NPcomplete.

Proof: It is clear that $0-\mathrm{MORDP}$ is in NP, i.e., given a world instance $\left\langle G=(V, E), F,\left\{\mathcal{F}_{v}\right\}_{v \in V}\right\rangle$ and $D=\left\{R_{1}, \ldots, R_{d}\right\}$, it can be verified in time polynomial in $\max (|V|,|F|)$ if $D$ is a $\rho$-overlapping decomposition of $V$ such that $\forall i:\left|\bigcap_{v \in R_{i}} \mathcal{F}_{v}\right| \geq k$. We now show that any instance of SCP can be reduced to an instance of 0-ORDP in time polynomial in $|V|$. Given an instance $\left\langle U, S=\left\{S_{1}, \ldots, S_{m}\right\}\right\rangle$ of the Minimum Set Cover Problem, we construct a 0-ORDP for the world instance $\left\langle G=(V, E), F,\left\{\mathcal{F}_{v}\right\}_{v \in V}\right\rangle$ in the following way:

- Let $v^{*}$ be an element not in $\mathbf{U}$; then $V=U \cup\left\{v^{*}\right\}$
- $E=\left\{\left(u, v^{*}\right): u \in U\right\}$ (Note that the graph G thus generated is planar.)
- $F=\left\{f_{1}, \ldots, f_{m}\right\}$ where $f_{i}=S_{i} \cup\left\{v^{*}\right\}$
- $\mathcal{F}_{v}=\{f \in F: v \in f\}$
- $k=1$

The introduction of the dummy vertex $v^{*}$ will be used in the proof to ensure that elements of $U$ that belong to the same subset $S_{i}$ can be part of the same region in the decomposition, by virtue of their mutual connection to $v^{*}$. Each visibility-set $\mathcal{F}_{v}$ in the transformed problem instance corresponds to a list of the sets $S_{i}$ in the SCP instance that element $v$ is a member of.

Now we show that from a solution to 0-ORDP of size $d$, we can build a SC of size $d$. Let $D=\left\{R_{1}, \ldots, R_{d}\right\}$ be a solution to the transformed 0-ORDP instance, i.e.,

1) $R_{i} \subseteq V$ is a region, for $i=1, \ldots, d$,
2) $\bigcup_{1 \leq i \leq d} R_{i}=V$, and
3) $\left|\bigcap_{v \in R_{i}} \mathcal{F}_{v}\right| \geq k=1$, for $i=1, \ldots, d$.

Claim: $\quad C=\left\{C_{1}, \ldots, C_{d}\right\}$, with $C_{i}=$ first $_{l e x}\left(\bigcap_{v \in R_{i}} \mathcal{F}_{v}\right)-\left\{v^{*}\right\}$ is a Set Cover for the original problem, where first ${ }_{l e x}(A)$ returns the first element in lexicographical order from the non-empty set A. (For each $C_{i}$, the choice of an element $f$ from $\bigcap_{v \in R_{i}} \mathcal{F}_{v}$ is arbitrary in that any such $f$ yields a valid solution.) Note that $C_{i}$ is well-defined, since $\left|\bigcap_{v \in R_{i}} \mathcal{F}_{v}\right| \geq 1$.

Proof: We must show that:

1) $\forall i=1, \ldots, d: C_{i} \in S$ :

From the definition of $C_{i}$ we can affirm that $(\exists j):\left[1 \leq j \leq m\right.$ and $\left.C_{i}=f_{j}-\left\{v^{*}\right\}\right] . \quad$ Hence $C_{i}=S_{j} \in S$ 。
2) $\bigcup_{1 \leq i \leq d} C_{i}=U$ :

From the definition of $\mathcal{F}_{v}$ :

$$
\begin{aligned}
\bigcap_{v \in R_{i}} \mathcal{F}_{v} & =\bigcap_{v \in R_{i}}\{f \in F: v \in f\} \\
& =\left\{f \in F: R_{i} \subseteq f\right\}
\end{aligned}
$$

Therefore, from the definition of $C_{i}$ :

$$
\begin{aligned}
C_{i} & =\text { first }_{l e x}\left\{f \in F: R_{i} \subseteq f\right\}-\left\{v^{*}\right\} \\
& \Longrightarrow \quad R_{i} \subseteq C_{i} \cup\left\{v^{*}\right\} \\
& \Longrightarrow V=\bigcup_{1 \leq i \leq d} R_{i} \subseteq \bigcup_{1 \leq i \leq d} C_{i} \cup\left\{v^{*}\right\} \subseteq V \\
& \Longrightarrow \quad \bigcup_{1 \leq i \leq d} C_{i} \cup\left\{v^{*}\right\}=V \\
& \Longrightarrow \quad \bigcup_{1 \leq i \leq d} C_{i}=V-\left\{v^{*}\right\}=U
\end{aligned}
$$

Finally, we have to show that if there is a set cover of size $d$, then there is a decomposition of size $d$ for the 0-ORDP. Let $C^{\prime}=\left\{C_{1}^{\prime}, \ldots, C_{d}^{\prime}\right\}$ be a set cover for the original SCP instance.

Claim: $D^{\prime}=\left\{R_{1}^{\prime}, \ldots, R_{d}^{\prime}\right\}$, where $R_{i}^{\prime}=C_{i}^{\prime} \cup\left\{v^{*}\right\}$, is a 0 overlapping region decomposition such that $\left|\bigcap_{v \in R_{i}^{\prime}} \mathcal{F}_{v}\right| \geq 1$.

Proof: We must show that:

1) Each $R_{i}^{\prime} \subseteq V$ is a region ${ }^{3}$ :
$\forall i: 1 \leq i \leq d$, since $C_{i}^{\prime} \subseteq U$, then $R_{i}^{\prime}=C_{i}^{\prime} \cup\left\{v^{*}\right\} \subseteq V$.
$R_{i}^{\prime}$ is a region because $v^{*} \in R_{i}^{\prime}$ and, by the definition of the graph $G, v^{*}$ is connected to all other nodes in $R_{i}$.
2) $\bigcup_{1 \leq i \leq d} R_{i}^{\prime}=V$ :

$$
\bigcup_{1 \leq i \leq d} R_{i}^{\prime}=\bigcup_{1 \leq i \leq d} C_{i}^{\prime} \cup\left\{v^{*}\right\}=U \cup\left\{v^{*}\right\}=V
$$

3) $\left|\bigcap_{v \in R_{i}^{\prime}} \mathcal{F}_{v}\right| \geq 1$ :

$$
\begin{aligned}
& C_{i}^{\prime} \text { is a set cover } \\
& \quad \Longrightarrow \quad C_{i}^{\prime} \in S \\
& \Longrightarrow \quad \exists j=1, \ldots, m: C_{i}^{\prime}=S_{j} \\
& \Longrightarrow \quad R_{i}^{\prime}=S_{j} \cup\left\{v^{*}\right\}=f_{j} \in F \\
& \Longrightarrow \\
& \quad 1 \leq\left|\left\{f \in F: R_{i}^{\prime} \subseteq f\right\}\right| \\
& \quad=\left|\bigcap_{v \in R_{i}^{\prime}}\{f \in F: v \in f\}\right|=\left|\bigcap_{v \in R_{i}^{\prime}} \mathcal{F}_{v}\right| \cdot \square
\end{aligned}
$$

## V. Searching for an Approximate Solution

The previous section established the intractability of our problem. Fortunately, the full power of an optimal decomposition is not necessary in practice, for a decomposition with a small number of regions is sufficient for practical purposes. We therefore developed and tested six different greedy approximation algorithms, divided into two classes, to realize the decomposition.
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## A. Limitations in the Real World

In real world visibility data, there are usually sampled poses at which the count of visible features is less than the required number $k$. This is generally the case for poses that lie close to walls and object boundaries, as well as for areas that are located far from any visible object and are therefore beyond the visibility range of most features. For this reason, the set of poses that should be decomposed into regions has to include only the $k$-coverable poses, i.e., those sampled poses whose visibility-set sizes are at least $k$.

## B. Growing Regions From Seeds

The A.x class of algorithms decomposes pose space by greedily growing new regions from poses that are selected according to three different criteria. Once a new region has been started, each growth step consists of adding the pose in the vicinity of the region that has the largest set of visible features in common with the region. This growth is continued until adding a new pose would cause that region's visibility set to have a cardinality less than $k$.

The pseudocode of this class of algorithms is shown in Figure 3. Algorithms A.1, A. 2 and A. 3 implement each of three different criteria for selecting the pose from which a new region is grown. These three algorithms differ only in the implementation of line 3 (Figure 3):

- A. 1 selects the pose $v \in U$ at which the least number of features is visible, i.e., $v=\arg \min _{u \in U}\left|\mathcal{F}_{u}\right|$.
- A. 2 selects the pose $v \in U$ at which the greatest number of features is visible, i.e., $v=\arg \max _{u \in U}\left|\mathcal{F}_{u}\right|$.
- A. 3 randomly selects a pose $v \in U$.

In cases of ties in line 3 , they are broken randomly.
The set $U$, which is initialized in line 1 of the algorithm, contains the $k$-coverable poses which are still unassigned to some region. The set $D$ that will contain the regions in the achieved decomposition is also initialized to be empty. The main loop starts in line 2 , and is executed while there are unassigned poses. In lines 3 and 4 , a pose $v$ is selected from $U$ according to the criteria given above, and a new region $R$ containing only $v$ is created. The loop that starts in line 5 adds neighboring poses to the region $R$, until the addition of a new pose would cause the set of features commonly visible in the region to have cardinality less than $k$. An iteration of this loop is realized in the following way: In line 6 , the set $W$ is formed by all poses $u$ in the vicinity of the region $R$ (i.e., the set of poses not in $R$ that are at distance exactly 1 from a pose in $R)$, such that $u$ together with the poses in $R$ commonly see at least $k$ features.

In lines 8 through 10 , if $W$ contains unassigned poses, then $W$ is restricted to those poses. Since the region $R$ is going to grow with a pose selected from $W$, this step is intended to give priority to the growth of $R$ with poses that still have not been assigned to any other region. In lines 11 and 12, the pose from $W$ that together with the poses in $R$ commonly sees the maximum number of features, is added to $R$. In case of a tie, it is broken randomly. Finally, in lines 15 and 16, the poses in $R$ are removed from the set of unassigned poses $U$, and the new region $R$ is added to the decomposition set $D$.

```
Input: world \(\left\langle G=(V, E), F,\left\{\mathcal{F}_{v}\right\}_{v \in V}\right\rangle\)
Output: decomposition \(D\)
    \(U=\left\{v \in V:\left|\mathcal{F}_{v}\right| \geq k\right\}, D=\emptyset\)
    while \(U \neq \emptyset\) do
        Select \(v \in U\) (See text)
        \(R=\{v\}\)
        repeat
            \(W=\left\{u \in\left\{N_{1}(v): v \in R\right\}-R:\left|\mathcal{F}_{u} \cap\left[\bigcap_{v \in R} \mathcal{F}_{v}\right]\right| \geq k\right\}\)
            if \(W \neq \emptyset\) then
                if \(W \cap U \neq \emptyset\) then
                \(W:=W \cap U\)
                end if
                \(u=\arg \max _{w \in W}\left|\mathcal{F}_{w} \cap\left[\bigcap_{v \in R} \mathcal{F}_{v}\right]\right|\)
                \(R=R \cup\{u\}\)
                end if
        until \(W=\emptyset\)
        \(U=U-R\)
        \(D=D \cup\{R\}\) (See Section V-E)
    end while
```

Fig. 3. Algorithm A.x

```
Input: world \(\left\langle G=(V, E), F,\left\{\mathcal{F}_{v}\right\}_{v \in V}\right\rangle\)
Output: decomposition \(D\)
    \(U=\left\{v \in V:\left|\mathcal{F}_{v}\right| \geq k\right\}, D=\emptyset\)
    while \(U \neq \emptyset\) do
        \(R=U, L=\emptyset\)
        for \(i=1\) to \(k\) do
                \(f=\arg \max _{\phi \in(F-L)}\left|\left\{v \in R: \phi \in \mathcal{F}_{v}\right\}\right|\)
                \(R=\left\{v \in R: f \in \mathcal{F}_{v}\right\}\)
                \(L=L \cup\{f\}\)
            end for
            \(R=\left\{v \in V: L \subseteq \mathcal{F}_{v}\right\}\)
            \(U=U-R\)
                \(D=D \cup\{R\}\) (See Section V-E)
            Purge \(D\) (See text)
    end while
```

Fig. 4. Algorithm B. $x$

## C. Shrinking Regions Until $k$ Features are Visible

Algorithms B.x and C take an incremental approach to defining the $k$ features, starting with a large region that "sees" one feature, and iteratively shrinking the region as additional features (up to $k$ ) are added. The resulting region is added to the decomposition, a new region is started, and the process continued until the world is covered. These algorithms select as a new region the set of poses from which the most widely visible feature, taken from a set $\mathcal{F}$, is seen among the poses that are not yet assigned to a region. Algorithms B.x and C differ in the criteria by which $\mathcal{F}$ is defined, as shown in Figures 4 and 5, respectively. In the case of algorithm B.x, $\mathcal{F}$ is just the set of all features, while algorithm C systematically selects as $\mathcal{F}$ the set of features commonly visible in a circular area centered at each pose $v \in V$. If the number of unassigned poses in the circular area is less than a certain fraction $\alpha$ of the size of the circular area, or the size of $\mathcal{F}$ is less than $k$, then no further processing is performed for pose $v$, and the next pose is processed.

The class B.x comprises two algorithms, B. 1 and B.2, that differ only in their treatment of the decomposition $D$ after adding to it a new region $R$ (line 12). While Algorithm B. 1 leaves $D$ as it is, Algorithm B. 2 greedily eliminates regions from $D$ as long as the total number of poses that become unassigned, after the regions are removed from $D$, is less than the number of cells that the recently added region $R$ has cov-
ered but were unassigned before. ${ }^{4}$ This algorithm is adapted from the algorithm "Altgreedy", appearing in [37], where it is empirically shown to achieve very good approximation results for the set cover problem.
In line 1 of Algorithm B.x, the sets $U$ and $D$ are initialized as in Algorithm A.x. The main loop starts in line 2, and it is executed while there are unassigned poses. In line 3 , a new region $R$ is initialized containing all unassigned poses, and the set $L$, which will contain features that all poses in the region commonly see, is initialized to be empty. Each iteration of the for-loop in lines 4 to 8 greedily selects the feature $f$ not in $L$ that is most widely visible in the region $R$, shrinks $R$ to be formed only by those poses, and extends $L$ to include $f$. At the exit of the for-loop, which is executed $k$ times, $R$ contains at least one pose (since $R$ entered the loop containing $k$-coverable poses), and the set $L$ contains the $k$ features that greedily decreased the least the size of the region $R$. In line $9, R$ is set to be the set of all poses (not only the unassigned ones) that see at least the $k$ features in $L$. Finally, in lines 10 and 11, the poses in $R$ are removed from the set of unassigned poses $U$, and the region $R$ is added to the decomposition $D$.

Algorithm C, in line 1 , initializes the set of unassigned poses $U$ and the decomposition set $D$ in the same way that Algorithms A.x and B.x do. In line 2, the variable $r$ is assigned the maximum natural number such that at least half of the $k$-coverable poses have a $r$ - neighborhood such that the $k$ coverable poses of the neighborhood commonly see at least $k$ features. The main loop of this algorithm starts in line 3 and is executed for every pose $v \in V$. In line $4, \mathcal{C}$ is assigned the set of unassigned poses in the $r$-neighborhood of $v$, and in line 5 , $\mathcal{F}$ is assigned the set of features commonly visible in all poses of $\mathcal{C}$. The condition verified in line 6 requires the proportion of unassigned poses in the $r$-neighborhood of the current pose $v$ to be greater than or equal to a constant $\alpha$ (defined by the user), and the number of features commonly visible from all unassigned poses in the $r$-neighborhood of $v$ to be at least $k$. If this condition is true, then the process continues in a way similar to lines 3 to 11 of Algorithm B.x: a for-loop greedily select the $k$ "most visible features" from the set of unassigned poses, and finally a region containing all poses seeing those $k$ features is created. The only difference is, in the fact, that in the for-loop of this algorithm, the features are greedily selected from the set $\mathcal{F}-L$, while in Algorithm B.x, such features are selected from $F-L$. With this difference, Algorithm C ensures that the for-loop will exit with a region $R$ that has a minimum number (which depends on $r$ and $\alpha$ ) of newly assigned poses that are in $N_{r}(v)$. This algorithm may terminate leaving some poses unassigned to a region. A process (not shown in the pseudocode) is therefore applied to cover those areas. Such a process is equivalent to Algorithm B.1, but with line 1 making $U$ equal to the set of unassigned poses.

Algorithms B.x and C are based on the assumption that the set of poses from which each feature is visible form a connected region, and that the intersection of such feature visibility areas is also a connected region. This assumption is

[^3]```
Input: world \(\left\langle G=(V, E), F,\left\{\mathcal{F}_{v}\right\}_{v \in V}\right\rangle\)
Output: decomposition \(D\)
    \(U=\left\{v \in V:\left|\mathcal{F}_{v}\right| \geq k\right\}, D=\emptyset\)
    \(r=\max \left\{\rho \in \mathbb{N}:\left|\left\{u \in U:\left|\bigcap_{w \in N_{\rho}(u) \cap U} \mathcal{F}_{w}\right| \geq k\right\}\right| \geq \frac{|U|}{2}\right\}\)
    for all \(v \in V\) do
        \(\mathcal{C}=N_{r}(v) \cap U\)
        \(\mathcal{F}=\bigcap_{\mathcal{C}} u \in \mathcal{C} \mathcal{F}_{u}\)
        if \(\frac{\mathcal{C} \mid}{\left|N_{r}(v)\right|} \geq \alpha\) and \(|\mathcal{F}| \geq k\) then
            \(\stackrel{N_{r}(v)}{=} U, L=\emptyset\)
            for \(i=1\) to \(k\) do
                \(f=\arg \max _{\phi \in(\mathcal{F}-L)}\left|\left\{v \in R: \phi \in \mathcal{F}_{v}\right\}\right|\)
                \(R=\left\{v \in R: f \in \mathcal{F}_{v}\right\}\)
                \(L=L \cup\{f\}\)
            end for
            \(R=\left\{v \in V: L \subseteq \mathcal{F}_{v}\right\}\)
            \(U=U-R\)
                \(D=D \cup\{R\}\) (See Section V-E)
        end if
    end for
```

Fig. 5. Algorithm C
true if all feature visibility areas are simple and convex. In our experiments with real data, we have observed that the feature visibility regions are not always convex or connected, and that they sometimes have some small holes. Since the number of extracted features is quite large, we can afford to exclude from the decomposition process those features with significant holes in their visibility regions. Visibility regions with many concavities can also be trimmed to the set of poses that have a more or less convex shape. Also, if a visibility region has more than one connected component, each component of significant size can be considered to be the visibility region of a different feature.

## D. Elimination of Redundant Regions

All algorithms, except B.2, can terminate with a solution that is not minimal. Redundancy is therefore eliminated from their solutions by discarding regions one by one until a minimal solution is obtained. This process greedily selects for elimination the region $R$ from the solution $D$ with the largest minimum-overlapping-count $\omega$ value, where $\omega=\min \left\{\left|\left\{R^{\prime} \in D: v \in R^{\prime}\right\}\right|: v \in R\right\}$, i.e., it is the minimum number of regions that overlap at a pose contained in the region. The worst-case running time complexity of Algorithm A.x is bounded by $O\left(|V|^{2}|F|\right)$, while Algorithms B.x and C are bounded by $O\left(k|V|^{2}|F|\right)$.

## E. Relaxing the Requirement for a Complete Decomposition

A decomposition that tries to cover all $k$-coverable poses may include a large number of regions in total, since many regions will serve only to cover small "holes" that could not be otherwise covered by larger regions. These holes generally lie in areas for which the size of the visibility-set is very close to $k$, leaving very few features to choose from. In order to avoid the inclusion of regions that are only covering small holes, our implementations of the algorithms add a region to the decomposition only if its number of otherwise uncovered poses is greater than a certain value $\sigma .{ }^{5}$

[^4]

Fig. 6. A randomly generated world. The green polygon defines the perimeter of the world. The blue polygons in the interior define the boundaries of obstacles. The small red circles on the polygons are the features. As an illustration, the visibility areas of selected features are shown as colored regions.

## VI. Results

We performed experiments on both synthetic and real visibility data. Synthetic data was produced using a simulator that randomly generates worlds given a mixture probability distributions for each of the defining parameters of the world. (See Table I). A world consists of a 2-D top view of the pose space defined by a polygon, with internal polygonal obstacles and a collection of features on the polygons (both external and internal). Each feature is defined by two parameters, an angle (visibility angle extent), and a range of visibility (visibility range), determining the span of the area on the floor from which the feature is visible. An example of a randomly generated world and the visibility area of some of its features is illustrated in Figure 6.

## A. Decomposition of Synthetic Worlds

Independent tests of the algorithms on synthetic data were performed for four different world settings. The settings combined different feature visibility properties with different shape complexities for the world and obstacle boundaries. Two types of features were used, having visibility ranges: $\mathcal{N}(0.65,0.2)$ to $\mathcal{N}(12.5,1) \mathrm{m}$ with an angular range $\mathcal{N}(25,3)$ degrees for Type 1 , and $\mathcal{N}(0.65,0.2)$ to $\mathcal{N}(17.5,2) \mathrm{m}$ with an angular range $\mathcal{N}(45,4)$ degrees for Type 2 (where $\mathcal{N}(\mu, \sigma)$ is normally distributed with mean $\mu$ and variance $\sigma^{2}$ ). Two classes of shapes were tested for the world and obstacles: irregular and rectangular. For the case of irregular worlds, the number of sides of its perimeter was generated from the mixture distribution $\{\mathcal{U}(4,4)$ with $p=0.1 ; \mathcal{N}(5,0.5)$ with $p=0.45 ; \mathcal{N}(7,2)$ with $p=0.45]\}$, and the number of obstacles from the distribution $\{\mathcal{U}(5,9)$ with $p=0.5 ; \mathcal{N}(8,2)$ with $p=0.5\}$. The number of obstacles in each rectangular world was generated from the mixture distribution $\{\mathcal{U}(6,9)$ with $p=0.5 ; \mathcal{N}(10,2)$ with $p=0.5\}$. The generated worlds had an average diameter of 40 m , and feature visibility was sampled in pose space at points spaced at 50 cm intervals.

TABLE I
PARAMETERS OF A WORLD

| Component | Parameters |
| :---: | :---: |
| Perimeter | - Sides count <br> - Vertex radius |
| Obstacles | - Total obstacles count <br> - Sides count <br> - Vertex radius |
| Features | - Total features count <br> - Visibility angular extent <br> - Visibility range |



Fig. 7. Results for Experiments on Synthetic Data. The x-axes of the charts represent the four world settings used in the experiments. (Rectangular worlds were used in settings 1 and 2, while irregularly shaped worlds in settings 3 and 4. Type 1 features were used in settings 1 and 3, and Type 2 features in settings 2 and 4.) The y-axes correspond to the average value of 300 experiments for the total number of regions, average number of poses per region, and total number of used features in each decomposition. From left to right, the bars at each setting correspond to Algorithms A.1, A.2, A.3, B.1, B.2, and C.

The parameters used in the experiments were overlapping $\rho=1$, and features commonly visible per region $k=4$. (Basri and Rivlin [5] showed that reliable localization can be accomplished using their linear combination of model views method with as few as three point correspondences between the current image and two stored model views.) The allowed maximum area of a hole was set to $\sigma=9$ poses, i.e., on average, a hole has a diameter of at most 1.5 m . The parameter $\alpha$ of algorithm C was set to 0.85 .

Figure 7 shows the results of the experiments on synthetic data. The performance of each algorithm in the four settings described above is compared in terms of the number of regions in the decomposition, the average area of a region in a decomposition, and the size of the set formed by the union of the $k$ features commonly visible from each region in a decomposition. Each value in the figure is the average computed over a set of 300 randomly generated worlds. The decomposition of each world took only a few seconds for each algorithm.

Unsurprisingly, the average size of a region is strongly dependent on the stability of its defining features in pose space. Also as expected, the total number of regions in each decomposition increases as the average size of the regions decreases. Tables II and III show the number of regions

TABLE II
AVERAGE NUMBER OF REGIONS IN A DECOMPOSITION

| Setting | A.1 | $\mathbf{A . 2}$ | $\mathbf{A . 3}$ | $\mathbf{B . 1}$ | $\mathbf{B . 2}$ | $\mathbf{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 173.81 | 156.96 | 154.97 | 127.76 | 112.63 | 140.10 |
| 2 | 59.30 | 56.45 | 54.72 | 44.74 | 42.10 | 44.17 |
| 3 | 112.40 | 100.46 | 98.97 | 82.11 | 73.08 | 82.29 |
| 4 | 44.71 | 40.00 | 39.11 | 31.99 | 30.02 | 31.11 |

TABLE III
AVERAGE NUMBER OF POSES PER REGION

| Setting | A.1 | A.2 | A.3 | B.1 | B.2 | C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 70.76 | 76.49 | 75.74 | 80.60 | 80.99 | 71.85 |
| 2 | 253.88 | 276.37 | 272.83 | 281.63 | 279.81 | 251.86 |
| 3 | 69.04 | 74.60 | 73.95 | 78.63 | 79.29 | 71.61 |
| 4 | 215.15 | 237.68 | 234.67 | 244.44 | 241.26 | 218.56 |

and the average number of poses in a region, respectively, achieved by each algorithm and setting, averaged over all the randomly generated worlds. In the case of worlds with widely visible features (settings 2 and 4), the best results, in terms of minimum number of regions in the decomposition, are achieved by Algorithm B.2, closely followed by Algorithms B. 1 and C. For the worlds with less visible features (settings 1 and 3), Algorithm B. 2 outperformed the rest.

In our simulations, we obtained fairly big regions, as seen in Table III. Each pose corresponds to a sampled area of $0.25 \mathrm{~m}^{2}(50 \mathrm{~cm}$ by 50 cm$)$, so the averages achieved by the best algorithm correspond to region areas of $20 \mathrm{~m}^{2}$ for features of Type 1, and $65 \mathrm{~m}^{2}$ for features of Type 2. These results were achieved with only a few features visible per pose, as shown in Table IV, where the average number of features visible per pose was on the order of a hundred. In real image data, however, the number of stable features visible per pose is on the order of several hundred, and each feature has a visibility range close to that of our simulated features of Type 1 (see [1], for example). These findings lead us to predict that this technique will successfully find decompositions useful for robot navigation in real environments.

## B. Region Decomposition Using Real Data

We took Algorithm B.2, the algorithm that achieved the best results on synthetic data, and as a further evaluation we applied it to real visibility data acquired in a 6 m by 3 m grid sampled at 25 cm , (i.e., a lattice of 25 by 12 poses), from Room 408, McConnell Engineering Building, at McGill University. Images were taken with the robot's camera orientation fixed in four different orientations at $0,90,180$ and 270 degrees. Each image's position was measured using a laser tracker and a target mounted on the robot [38]. Figure 8 shows two

TABLE IV
AVERAGE NUMBER OF FEATURES VISIBLE FROM A POSE

| Setting | Average Number <br> of Features |
| :---: | :---: |
| 1 | 30 |
| 2 | 95 |
| 3 | 41 |
| 4 | 117 |



Fig. 8. Examples of the images used in the experiments on visibility data collected at a $6 \mathrm{~m} \times 3 \mathrm{~m}$ space.
images of the employed dataset where the variation in image scale can be appreciated. The images correspond to poses that are furthest front and further back along the 270 degree orientation, respectively.
We extracted SIFT features from the images in the dataset using David Lowe's implementation [39]. On average, about 420 SIFT feature vectors were extracted from each image. We then used the method proposed in [40] to match the feature vectors from different images, and to discard those that were ambiguous.

As a result of the matching process, an equivalence relation among the image features was constructed. Specifically, two features from different images were placed in the same equivalence class if and only if they are close to each other in feature space. As a result, SIFT features in each class of this partition correspond to the same scene feature. Less distinctive image features, i.e., features for which pertinence to a class cannot be unambiguously decided, were discarded in the following way: if the distance in feature space between two image features belonging to different classes was not significantly larger than the radius of the classes in the feature space, all image features belonging to both classes were eliminated. We also removed those features which were not widely visible, i.e., visible from a certain minimum number of poses. This heuristic reduces the complexity of the feature decomposition by eliminating unstable/ambiguous features.

Following this step, we ended up with a total of 897 classes of features, each feature visible from at least 16 poses. An example of the typical feature visibility regions that we obtained after we ran the feature matching algorithm proposed in [40] can be seen in Figure 9. Each of these images represents the visibility region of a particular feature in the 25 by 12 pose sampling grid. Each thumbnail corresponds to the appearance of a ( 30 by 30 pixels) context around the feature point extracted from the image taken at the corresponding grid position in pose space.

From the set of distinctive features that remained after the grouping into classes, we only retained those that were widely and consistently visible, that is, those that were visible from at least 16 poses, whose visibility regions had few small holes, and that contained at least one connected component of at least 3 by 3 poses. The set of poses of each of these feature visibility regions was further reduced to a subset that had


Fig. 9. Typical examples of feature visibility regions obtained after executing the feature matching algorithm in [40].


Fig. 10. Distribution of Feature Visibility Regions by Size (i.e., number of poses).
a fairly convex shape. This was achieved by first retaining only the poses in the largest connected component of the visibility region. Secondly, poses were then removed from this component which did not have a neighbor with at least 7 out of 8 of its neighbor poses in the region. After these steps, the feature visibility regions of each class not only reduced in size, but the total number of image feature classes decreased to 554, since many of the visibility regions became empty as a result of the filtering process. Figure 10 shows the distribution of feature visibility regions by size before and after this filtering process. The visibility regions, after filtering, had an average size of 33 poses, and a median size of 23 .

In Figure 11, we can see the 7 regions obtained in the decomposition when we used these visibility regions as input to Algorithm B.2, using parameters $k=4, \rho=0$, and $\sigma=3$. The decomposition obtained using these same parameters but with $\rho=1$ has 9 regions, as shown in Figure 12. The decompositions obtained when using the value 10 for $k$, and
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Fig. 13. Region decomposition of the 6 m by 3 m real world for $k=10$ and $\rho=0$ using Algorithm B.x.

0 and 1 for $\rho$ can be seen in Figures 13 and 14. As expected, the decompositions for larger values of $k$ contain a larger number of regions of smaller size. As an example of this, notice that some of the regions in Figure 13 are too small or irregularly shaped, and therefore do not seem useful for navigation purposes. It can also be observed in the figures that the 1-overlapping decompositions have a larger number of regions than when no overlapping is required. It is interesting to note that the regions of the 1 -overlapping decompositions are generally more regularly shaped than their 0-overlapping counterparts. This is a natural consequence of the method used to obtain these types of decompositions, which imposes a minimum diameter on the obtained regions. As an example, compare Figures 13 and 14 , in which the regions in the 1 overlapping decomposition are more suitable for navigation than those obtained for $\rho=0$.

## C. Metric Localization Using Region Decomposition

In order to demonstrate the utility of our approach for navigation, we applied the decompositions computed in the previous experiment to the problem of robot pose estimation. Specifically, for each decomposition, we computed a visual map using the framework described by Sim and Dudek


Fig. 14. Region decomposition of the 6 m by 3 m real world for $k=10$ and $\rho=1$ using Algorithm B.x.
in [11], and subsequently computed localization estimates (specifically, probability distributions over the pose space) for a set of test observations. The visual map framework computes generative models of feature behaviour as a function of viewing position, and can represent a wide variety of feature properties. Please refer to the cited paper for further details of the representation. The total number of SIFT features encoded in the visual map for each decomposition, and its required storage size on disk is shown in the second and third columns of Table V. In addition, for baseline comparison we computed a visual map using all 554 features detected in the undecomposed map.

Once the visual maps were computed, we collected 93
test observations from random poses distributed over the environment (these were novel observations that were not used in the training phase). The ground-truth positions of these observations were estimated using a robot-mounted target and laser range-finder, as described in [38]. Once these observations were collected, SIFT features were extracted and matches were found in each of the visual maps. Note that in this step we are reducing the number of features that could potentially be used to localize the observation from around 450 (the typical number of SIFT features in the image), to approximately $k$, depending on match quality and region overlap. In these experiments, $k$ is 4 or 10 , resulting in a compression level of 97.5 - $99 \%$.

Once features matching the map features were detected in the test images, the image position and SIFT scale of each feature were then employed to compute probability distributions over the pose space, indicating the probability of a pose $x$, given the observation $z$ :

$$
p(x \mid z) \propto p(z \mid x) p(x)
$$

where $p(x)$ is a uniform prior distribution over the pose space. The details of computing the observation likelihood $p(z \mid x)$ are also provided in [11]. Some example distributions are plotted in Figure 15. The absolute localization results are shown in Figure 16, plotting each ground truth pose as an 'o', connected with a line segment to the estimated pose, plotted as an ' $x$ '. For each map, the mean distance between the maximum-likelihood pose estimate and ground truth as provided by the laser tracker is shown in the fourth column of Table V. The mean time employed for localization of the 93 test poses is showed in the last column of Table V for each decomposition. These times include the feature detection and matching.

In addition to absolute error, we are also interested in the difference between the decomposition-based pose probability distributions and the pose distributions based on the complete set of landmarks. To measure this difference we computed the KL-Divergence between each decomposition distribution and the baseline distribution. Let $Y$ be the set of all test poses. For each test pose $y \in Y$, and each decomposition $d$, the KL-Divergence was computed as

$$
D_{y}^{d}=\sum_{x} p_{y}^{d}(x) \log \left(\frac{p_{y}^{d}(x)}{q_{y}(x)}\right)
$$

where $p_{y}^{d}(x)$ is the probability distribution of $y$ when computed using the features of decomposition $d$, and $q_{y}(x)$ is the probability distribution of $y$ computed from the complete set of features. Notice that there are grid poses $x$ that have value zero in distribution $q_{y}(x)$ but non-zero in $p_{y}^{d}(x)$, making the divergence infinity. To deal with this problem we mixed a uniform distribution with a small weight with each distribution before computing the divergence measure. This is a reasonable regularization procedure, because it should never really be the case that a grid pose has identically zero probability. For each decomposition $d$ we computed the mean and standard deviation of the set of KL-Divergences $\left\{D_{y}^{d}\right\}_{y \in Y}$ between the decomposition distribution and the baseline distribution of test poses. These values are shown in Table VI.

TABLE V
Visual map results

| Decomposition | Visual Map |  | Mean Localization | Localization <br> Error (cms.) |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Landmarks | Size (Mb) | (M2.66 | 25.91 |  |
| :---: | :---: | :---: | :---: |
| All Features | 554 | 9.2 | 29.75 |
| $k=10, \rho=0$ | 72 | 3.1 | 31.34 |
| $k=10, \rho=1$ | 85 | 3.4 | 64.48 |
| $k=4, \rho=0$ | 23 | 1.5 | 50.42 |
| $k=4, \rho=1$ | 28 | 1.6 | 5.82 |



Fig. 15. Probability distribution of some chosen test poses. The rows correspond to different poses and the columns from left to right correspond to the estimates computed using: all features, $(k=10, \rho=0),(k=10, \rho=1),(k=4, \rho=0)$ and $(k=4, \rho=1)$.

From these results it can be seen that while there is some degradation in the quality of the pose estimates as $k$ decreases, the decomposition-based estimates remain sufficiently robust to successfully localize. Furthermore, navigation, as well as improved pose estimates can be achieved by computing the $p(x \mid z)$ using a Markov chain and a model of the robot's motion [15], [41]. It should be noted that in this work initial landmark selection was based on the tracking stability and viewing range of the selected features. The localization results presented here could be improved by adding additional criteria to the decomposition framework, such as selecting
features that provide improved constraints for localization (for example, selecting features whose image-domain observations are expected to be widely separated). The key result of this experiment is that a high degree of map compression can be achieved with only small degradation in the localization performance.

## VII. Conclusions and Future Work

We have presented a novel graph theoretic formulation of the problem of automatically extracting an optimal set of landmarks from an environment for visual navigation. Its

(a)


Fig. 16. Ground-truth ('o') vs. estimated ('x') poses using: (a) all features. (b) $k=10, \rho=0$. (c) $k=10, \rho=1$. (d) $k=4, \rho=0$. (e) $k=4, \rho=1$.

TABLE VI
KL-Divergence between baseline and decomposition distributions.

| Decomposition | Mean <br> of KL-Divergence | Std. Deviation <br> of KL-Divergence |
| :---: | :---: | :---: |
| $k=10, \rho=0$ | 0.3472 | 0.1355 |
| $k=10, \rho=1$ | 0.3561 | 0.1595 |
| $k=4, \rho=0$ | 0.6522 | 0.2678 |
| $k=4, \rho=1$ | 0.5943 | 0.2457 |

intractable complexity (which we prove) motivates the need for approximation algorithms, and we present six such algorithms. To systematically evaluate them, we first test them on a simulator, where we can vary the shape of the world, the number and shape of obstacles, the distribution of the features, and the visibility of the features. The algorithm that achieved the best results on synthetic data was then demonstrated on real visibility data. The resulting decompositions find large regions in the world in which a small number of features can be tracked to support efficient on-line localization. Our formulation and solution of the problem are general, and can accommodate other classes of image features.

There are a number of extensions to this work for future research:

- Integrating the image collection phase with the region decomposition stage into a unique on-line process as the robot is exploring its environment, in a view-based SLAM fashion.
- Path planning through decomposition space, minimizing the number of region transitions in a path.
- Extend the proposed framework to detect and cope with environmental change.
- Compute the performance guarantee of our heuristic methods and provide tight upper bounds on the quality of our solution compared to those of optimal decompositions.
- Study the use of feature tracking during the image collection stage to achieve larger areas of visibility for each feature, since tracking the features between images taken from adjacent viewpoints allows for tracking small variations of appearance (which may integrate to large ones over large areas). Such a framework would require maintaining equivalence classes of features in the database.
- Addition of constraints to the algorithms for feature selection in terms of a quality measure of the feature reliability for localization.
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[^0]:    ${ }^{1}$ Worst-case indexing complexity would occur during the kidnapped localization task, in which the robot has no prior knowledge of where it is in the world. Under normal circumstances, given the currently viewed landmark and the current heading, the space of landmark views that must be searched can be constrained. Still, even for a small set of model views (landmarks), this may yield a large search space of features.

[^1]:    ${ }^{2}$ Strictly speaking, the region reduction is impervious to boundary effects at the boundary of $G$, due to the definition of $N_{\rho}(v)$.

[^2]:    ${ }^{3}$ Recall that a region corresponds to a subset $R$ of vertices in $V$ for which a path exists between any two vertices in $R$ that lies entirely within $R$.

[^3]:    ${ }^{4}$ Notice that this discarding rule ensures that the number of poses assigned to regions strictly increases with each iteration, so that the algorithm always terminates.

[^4]:    ${ }^{5}$ The presence of a few small holes does not prevent reliable navigation. In general, whenever the robot is at a point for which the number of visible features is less than $k$, advancing a short distance in most directions will get it to a point that is assigned to some region.

